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Scientific Discovery through
Advanced Computing

Executive Summary

Greetings:

Five years ago, the U.S. Department
of Energy Office of Science launched
an innovative software development
program with a straightforward name
— Scientific Discovery through
Advanced Computing, or SciDAC.
The goal was to develop scientific
applications to effectively take advan-
tage of the terascale supercomputers
(capable of performing trillions of
calculations per second) then becom-
ing widely available.

From the most massive explo-
sions in our universe to our planet’s
changing climate, from developing
future energy sources to understand-
ing the behavior of the tiniest parti-
cle, the SciDAC program has lived
up to its name by helping scientists
make important discoveries in many
scientific areas.

Here are some examples of the
achievements resulting from SciDAC:
* For the first time, astrophysicists
created fully resolved simulations
of the turbulent nuclear combus-

tion in Type la supernovae,
exploding stars which are critical
to better understanding the
nature of our universe.

Using climate modeling tools
developed and improved under
SciDAC, climate change scientists
in the United States are making
the largest contribution of global
climate modeling data to the
world’s leading body on climate
studies, the Intergovernmental
Panel on Climate Change.

scientists created the first labora-
tory-scale flame simulation in
three dimensions, an achievement
which will likely help improve
efficiency and reduce pollution.
Looking toward future energy
resources, magnetic fusion
researchers, applied mathemati-
cians and computer scientists
have worked together to success-
fully carry out advanced simula-
tions on the most powerful modern
supercomputing platforms. They
discovered the favorable result
that for the larger reactor-scale
plasmas of the future such as
ITER (the planned international
fusion experiment), heat losses
caused by plasma turbulence do
not continue to follow the empiri-
cal trand of increasing with the
size of the system.

To make the most of existing par-
ticle accelerators and reduce the
cost of building future accelerators,
teams developed new methods
for simulating improvements. In
addition to helping us understand
the most basic building blocks of
matter, accelerators make possible
nuclear medicine.

Physicists studying the Standard
Model of particle interactions
have, after 30 years of trying, been
able to model the full spectrum of
particles known as hadrons at the
highest level of accuracy ever. The
results could help lead to a deeper
understanding of the fundamental
laws of physics.

These and other impressive sci-
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laboratories and universities across
the country.

The SciDAC Program consisted

of three research components:

Creating a new generation of sci-
entific simulation codes to take
full advantage of the powerful
computing capabilities of teras-
cale supercomputers

Creating the mathematical and
computing systems software to
enable these scientific simulation
codes to eftectively and efficiently
use terascale computers

Creating a distributed science
software infrastructure to enable
scientists to effectively collaborate
in managing, disseminating and
analyzing large datasets from
large-scale computer simulations
and scientific experiments and
observations.

Not only did the researchers work

in teams to complete their objectives,
but the teams also collaborated with

one another to help each other suc-
ceed. In addition to advancing the

overall field of scientific computing
by developing applications which can
be used by other researchers, these
teams of experts have set the stage
for even more accomplishments.

This report will describe many of
the successes of the first five years of
SciDAC, but the full story is probably
too extensive to capture — many of
the projects have already spurred
researchers in related fields to use the
applications and methods developed
under SciDAC to accelerate their
own research, triggering even more
breakthroughs.

While SciDAC may have started
out as a specific program, Scientific
Discovery through Advanced
Computing has become a powerful
concept for addressing some of the
biggest challenges facing our nation
and our world.

Michael Strayer

entific breakthroughs are the results
of hundreds of researchers working
in multidisciplinary teams at national

To better understand combustion,
which provides 80 percent of the
energy used in the United States,

SciDAC Program Director
U.S. Department of Energy
Office of Science
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INTRODUCTION

Scientific Discovery
through Advanced

Computing

Over the past 50 years, computers have transformed nearly

every aspect of our lives, from entertainment to education,

medicine to manufacturing, research to recreation. Many of

these innovations are made possible by relentless efforts by

scientists and engineers to improve the capabilities of high

performance computers, then develop computational tools to

take full advantage of those capabilities.

As these computer systems
become larger and more powerful,
they allow researchers to create more
detailed models and simulations,
enabling the design of more complex
products, ranging from specialized
medicines to fuel-efficient airplanes.
Critical to the success of these efforts
is an every-increasing understanding
of the complex scientific processes
and principles in areas such as
physics, chemistry and biology.

Opver the past five years, teams of
scientists and engineers at national
laboratories operated by the U.S.
Department of Energy, along with
researchers at universities around the
country, have been part of a concert-
ed program to accelerate both the
performance of high performance
computers and the computing alloca-
tions used to advance our scientific
knowledge in areas of critical impor-
tance to the nation and the world.

Launched in 2001, this broad-
based program is called Scientific
Discovery through Advanced
Computing, or SciDAC for short.
The $57 million-per-year program
was designed to accelerate the devel-

opment of a new generation of tools
and technologies for scientific com-
puting. SciDAC projects were selected
to capitalize on the proven success of
multidisciplinary scientific teams. In
all, 51 projects were announced involv-
ing collaborations among 13 DOE
national laboratories and more than
50 colleges and universities.

SciDAC is an integrated program
that has created a new generation of
scientific simulation codes. The codes
are being created to take full advan-
tage of the extraordinary computing
capabilities of today’s terascale com-
puters (computers capable of doing
trillions of calculations per second) to
address ever larger, more complex
problems. The program also includes
research on improved mathematical
and computing systems software that
will allow these codes to use modern
parallel computers effectively and
efficiently. Additionally, the program
is developing “collaboratory” software
to enable geographically separated
scientists to effectively work together
as a team, to control scientific instru-
ments remotely and to share data
more readily.

Today, almost five years after it
was announced, the SciDAC pro-
gram has lived up to its name and
goal of advancing scientific discovery
through advanced computing.

Teaming Up for Better Science

In the 1930s, physicist Ernest
Orlando Lawrence pioneered a new
approach to scientific research.
Rather than working alone in their
labs, physicists, engineers, chemists
and other scientists were brought
together to form multidisciplinary
teams which could bring a range of
knowledge and expertise to bear on
solving scientific challenges. This “big
science” approach formed the basis
for the national laboratories operated
by the Department of Energy.

Since the 1950s, scientists at the
DOE national labs have increasingly
employed high performance comput-
ers in their research. As a result,
computational science has joined
experimental science and theoretical
science as one of the key methods of
scientific discovery.

With SciDAC, this approach has
come full circle, with mutlidiscipli-
nary teams from various research
institutions working together to
develop new methods for scientific
discovery, while also developing
technologies to advance collaborative
science.

And as with other research
accomplishments, the results are
being shared through articles pub-
lished in scientific and technical jour-
nals. Additionally, the tools and tech-
niques developed under the SciDAC
program are freely available to other
scientists working on similar chal-
lenges.

A Full Spectrum of Scientific

Discovery

The SciDAC program was creat-
ed to advance scientific research in
all mission areas of the Department
of Energy’s Office of Science. From
looking back into the origins of our



universe to predicting global climate
change, from researching how to
burn fuels more efficiently and clean-
ly to developing environmentally
and economically sustainable energy
sources, from investigating the
behavior of the smallest particles to
learning how to combine atoms to
create new nanotechnologies, com-
putational science advanced under
SciDAC affects our lives on many
levels.

Today, almost five years after it
was announced, the SciDAC pro-
gram has lived up to its name and
goal of advancing scientific discovery
through advanced computing. This
progress report highlights a number
of the scientific achievements made
possible by SciDAC and also looks at
the computing methods and infra-
structure created under the program
which are now driving computation-
al science advances at research insti-
tutions around the world.

The achievements range from
understanding massive exploding
stars known as supernovae to study-
ing the tiniest particles which com-
bine to form all the matter in the
universe. Other major accomplish-
ments include better methods for
studying global climate, developing
new sources of energy, improving
combustion to reduce pollution and
designing future facilities for scientific
research.

Computing then and now

While the achievements of the SciDAC
teams are impressive on their own, they also
demonstrate just how far scientific computing
has come in the past 20 years.

Back in 1986, a state-of-the-art supercom-
puter was a Cray-2, which had a peak speed of
2 gigaflops (2 billion calculations) per second
and a then-phenomenal 2 gigabytes of memory.
Such machines were rare, located only at a lim-
ited number of research institutions, and access
was strictly controlled. Scientific programs
were typically written by individuals, who
coded everything from scratch. Tuning the
code to improve performance was done by
hand - there were no tools freely available, no
means of creating visualizations. The lucky sci-
entists were able to submit jobs remotely using
a 9600 baud modem.

Today, inexpensive highly parallel com-
modity clusters provide teraflops-level per-
formance (trillions of calculations per second)
and run on open source software. Extensive
libraries of tools for high performance scientific
computing are widely available — and expand-
ing, thanks to SciDAC. Computing grids offer
remote access at 10 gigabits per second, allow-
ing hundreds or thousands of researchers to
use a single supercomputer. Scientists can do
code development on desktop computers
which have processors faster than the Cray-2
and offer more memory. Once an application
runs, powerful visualization tools provide
detailed images which can be manipulated,

studied and compared to experimental results.




Supernovae Science:

Earth-Based Combustion Simulation Tools Yield Insights into Supernovae




FIGURE 1. This series shows the development of a Rayleigh-Taylor unstable flame. The interface between the fuel and ash is visualized The buoyant ash
rises upward as the fuel falls downward in the strong gravitational field, wrinkling the flame front. This increases the surface area of the flame and accel-
erates the burning. At late times, the flame has become fully turbulent.

The star, known as a white dwarf,
consists of oxygen and carbon. At its
center, the star is about two billion
times denser than water. Already 40
percent more massive than our Sun,
the star continues to gain mass as a
companion star dumps material onto
the surface of the white dwarf.

As this weight is added, the inte-
rior of the star compresses, further
heating the star. This causes the car-
bon nuclei to fuse together, creating
heavier nuclei. The heating process,
much like a pot of water simmering
on the stove, continues for more than
100 years, with plumes of hot material
moving through the star by convection
and distributing the energy.

Eventually, the nuclear burning
occurs at such a rate that convection
cannot carry away all the energy that
is generated and the heat builds dra-
matically. At this point, a burning
thermonuclear flame front moves
quickly out from the core of the star,
burning all the fuel in a matter of
seconds. The result is a Type Ia
supernova, an exploding star which is
one of the brightest objects in the
universe. Because of their brightness,
supernovae are of great interest to
astrophysicists studying the origin,
age and size of our universe.

Although astronomers have been
observing and recording supernovae
for more than 1,000 years, they still
don’t understand the exact mechanisms
which cause a white dwarf to explode

as a supernova. Under SciDAC, teams
of researchers worked to develop
computational simulations to try to
understand the processes. It turns out
that an algorithm developed to simu-
late a flame from a Bunsen burner in
a laboratory is well suited — with some
adaptation — to studying the flame
front moving through a white dwarf.

The SciDAC program brought
together members of the Supernova
Science Center project and LBNL
mathematicians and computational
scientists associated with the Applied
Partial Differential Equations
Integrated Software Infrastructure
Center (ISIC). “We had two groups
in very different fields,” said Michael
Zingale, a professor at the State
University of New York-Stony Brook
and member of the Supernovae
Science Center. “We met with these
mathematicians who had developed
codes to study combustion and
through SciDAC, we started using
their tools to study astrophysics”

The adaptive mesh refinement
(AMR) combustion codes developed
at the Center for Computational
Sciences and Engineering (CCSE) at
Lawrence Berkeley National
Laboratory are very effective for
modeling slow-moving burning
fronts. The behavior of the flame
front leading up to a supernova is
very similar, and the scientists
worked together to adapt the codes
to astrophysical environments.

Computational scientists tackle
such problems by dividing them into
small cells, each with different values
for density, pressure, velocity and
other conditions. The conditions are
then evolved one time step at a time,
using equations which say how things
like mass, momentum and energy
change over time, until a final time is
reached. The astrophysicists had been
using a code that included modeling
the effects of sound waves on the
flame front, which limited them to
very small time steps. So, modeling a
problem over a long period of time
exceeded the availability of computing
resources. The CCSE code allowed
the astrophysicists to filter out the
sound waves, which aren’t important
in this case, and take much bigger
time steps, making more efficient use
of their supercomputing allocations.

The net result, according to
Zingale, is that the project team was
able to carry out studies which had
never been possible before. Their
findings have been reported in a
series of papers published in scientific
journals such as Astrophysical
Journal.

While observational astronomers
are familiar with the massive explo-
sion which characterizes a Type Ia
supernova, one of the unknowns is
where the flame starts, or if it starts
in more than one location. When the
flame front starts out, it is moving at
about one one-thousandth of the



speed of sound. As it burns more fuel,
the flame front speeds up. By the time
the star explodes, the front must be
moving at half the speed of sound.
The trick is, how does it accelerate to
that speed?

One answer explored by the
SciDAC team is the effect of a wrin-
kled flame. As the flame becomes
wrinkled, it has more surface area,
which means it burns more fuel,
which in turn accelerates the flame
front. The AMR codes were used to
model small areas of the flame front
in very high resolution.

As the flame burns, it leaves in its
wake “ash,” which through intense
heat and pressure is fused into nickel.
This hot ash — measuring several bil-
lion degrees Kelvin — is less dense
than the fuel. The fuel ahead of the
front is relatively cooler, at about 100
million degrees Kelvin, and denser
than the ash. These conditions make
the flame front unstable. This instabil-
ity, known as the Rayleigh-Taylor
instability, causes the flame to wrinkle.

As the flame starts out from the
center and burns through most of the
star, the front between the fuel and
the ash is sharp and the front is called
a “flamelet.”

Astrophysicists had predicted that
as the flame front burns further out
from the center, the lower density of
the star would cause it to burn less
vigorously and become more unstable
due to increased turbulence and mix-
ing of fuel and ash. This represents a
different mode of combustion known
as a “distributed burning regime”
Scientists believe that such combus-
tion occurs in the late stage of a
supernova explosion.

Using the AMR combustion codes
and running simulations for 300,000
processor hours at DOE’s National
Energy Research Scientific Computing
Center, the Supernova Science Center
team was able to create the first-ever
three-dimensional simulations of such
an event. The results are feeding into
the astrophysics community’s knowl-
edge base.

“While other astrophysicists are
modeling entire stars at a different
scale, they need to know what is
going on at scales their models can’t
resolve — and we're providing that
model for them,” Zingale said.
“Although it takes a large amount of
computing time, it is possible now
thanks to these codes. Before our
SciDAC partnership, it was impossible”

FIGURE 2. This series of images show the growth of a buoyant reactive bubble. At the density simu-
lated, the rise velocity is greater than the laminar flame velocity, and the bubble distorts significantly.
The vortical motions transform it into a torus. Calculations of reactive rising bubbles can be used to
gain more insight into the early stages of flame propagation in Type la supernovae.



SciDAC Provides Time, Resources to Help
Astrophysicists Simulate a New Model

Once every 30 to 50 years — and then just for a few

milliseconds — an exploding star known as a core-

collapse supernova is the brightest object in the uni-

verse, brighter than the optical light of all other stars

combined.

Supernovae have been documented
for 1,000 years and astrophysicists
know a lot about how they form,
what happens during the explosion
and what’s left afterward. But for the
past 40 years, one problem has
dogged astrophysicists — what is the
mechanism that actually triggers the
massive explosion? Under SciDAC, a
number of computational projects
were established to simulate plausible
explanations. One group created sim-
ulations showing a new mechanism
for core-collapse supernovae. This
model indicates that the core of the
star generates sound waves which in
turn become shock waves powerful
enough to trigger the explosion.

Understanding these explosions
and their signals is important, not

only because of their central role in
astronomy and nucleosynthesis, but
because a full understanding of super-
novae may lead to a better under-
standing of basic physics.

The massive stars which become
supernovae feature a number of con-
ditions which are also found on Earth
— winds, fluid flows, heating and
cooling. But whereas a hurricane may
blast along at 150 kilometers an hour
on earth, the winds on these stars
rage at tens of kilometers per second.
The temperature of the star is 100
million times that of Earth, and the
density of the object can be 14 orders
of magnitude more dense than lead.

In short, studying supernovae is a
very complicated problem. Key to
finding an answer is understanding

SCIENTIFIC DISCOVERY

the physics of all the interactions in
the star.

One thing that is known is that
supernovae produce neutrinos, parti-
cles with very little mass which travel
through space and everything in their
path. Neutrinos carry energy from the
deep interior of the star, which is
being shaken around like a jar of
supersonic salad dressing, and deposit
the energy on the outer region. One
theory holds that if the neutrinos
deposit enough energy throughout
the star, this may trigger the explo-
sion.

To study this, a group led by
Adam Burrows, professor of astrono-
my at the University of Arizona and a
member of the SciDAC Supernova
Science Center, developed codes for
simulating the behavior of a super-
novae core in two dimensions. While
a 3D version of the code would be
optimum, it would take at least five
more years to develop and would
require up to 300 times as much
computing time. As it was, the group
ran 1.5 million hours of calculations
at DOE’s National Energy Research
Scientific Computing Center.

But the two-dimensional model is
suitable for Burrows’ work, and the
instabilities his group is interested in
studying can be seen in 2D. What
they found was that there is a big
overturning motion in the core,
which leads to wobbling, which in
turn creates sound waves. These
waves then carry energy away from
the core, depositing it farther out near
the mantle.

According to Burrows, these
oscillations could provide the “power
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FIGURE 1. A 2D rendition of the entropy field of the early blast in the inner 500 km of an
exploding supernova. Velocity vectors depict the direction and magnitude of the local flow.
The bunching of the arrows indicates the crests of the sound waves that are escalating into
shock waves. These waves are propagating outward, carrying energy from the core to the
mantle and helping it to explode. The purple dot is the protoneutron star, and the purple
streams crashing in on it are the accretion funnels. (All images courtesy of Adam Burrows,
University of Arizona)
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source” which puts the star over the
edge and causes it to explode. To
imagine what such a scenario would
look like, think of a pond into which
rocks are thrown, causing waves to
ripple out. Now think of the pond as a
sphere, with the waves moving through-
out the sphere. As the waves move
from the denser core to the less dense
mantle, they speed up. According to
the model, they begin to crack like a
bullwhip, which creates shockwaves. It
is these shockwaves, Burrows believes,
which could trigger the explosion.

So, what led the team to this
model? They came up with the idea
by following the pulsar — the neutron
star which is the remains of a superno-
va. They wanted to explore the origin
of the high speed which pulsars seem
to be born with and this led them to
create a code that allowed the core to
move. However, when they imple-
mented this code, the core not only
recoiled, but oscillated, and generated
sound waves.

The possible explosive effect of the
oscillations had not been considered
before because previous simulations of
the conditions inside the core used
smaller time steps, which consumed
more computing resources. With this
limitation, the simulation ran their
course before the onset of oscillations.
With SciDAC support, however,
Burrows’ team was able to develop

new codes with larger time steps,

allowing them to model the oscilla-
tions for the first time.
Calling the simulation a “real



FIGURE 2. These shells are isodensity contours, colored
according to entropy values. The red (blast area) indicates
regions of high entropy, and the orange outer regions
have low entropy. In the image on the left, matter is
accreting from the top onto the protoneutron star in the
center (the orange dot that looks like the uvula in the
throat). The image is oriented so that the anisotropic
explosion is emerging down and towards the viewer. The
scale is roughly 5000 km. The image on the right shows
the same explosion later in time and at a different orien-
tation with respect to the viewer.

FIGURE 3. Another isodensity shell colored with entropy,

showing simultaneous accretion on the top and explosion

on the bottom. The inner green region is the blast, and
the outer orange region is the unshocked material

- that is falling in. The purple dot is the newly

numerical challenge,” Burrows said - formed neutron star, which is accumulat-

the resulting approach “liberated the o, ing mass through the accretion fun-
inner core to allow it to execute its . \‘\ IR EEEE

natural multidimensional motion.” =

This motion led to the excitation of

the core, causing the oscillations at a

distinct frequency.

SciDAC made the work possible,
he said, by providing support over
five years — enough time to develop
and test the code — and the comput-
ing resources to run the simulations.
The results look promising, but as is
often the case, more research is
needed before a definitive mecha-
nism for triggering a supernova is
determined.

The group published a paper
on their research in the
Astrophysical Journal. Neutrino
transfer is included as a central
theme in a 2D multi-group,
multi-neutrino, flux-limited
transport scheme. It is approxi-
mate but has the important
components, and is the only
truly 2D neutrino code with
results published in the archival
literature.

“The problem isn’t solved,”
Burrows said. “In fact, it’s just
beginning”



Insight into
Supernovae:

SCIDAC’s Terascale Supernova Initiative — —
Discovers New Models for Stellar Explosions,
Spinning Pulsars

FIGURE 1: This image provides a snapshot of the angular
momentum of the layered fluid flow in the stellar core
below the supernova shock wave (the outer surface)
during a core collapse supernova explosion. Pink
depicts a significant flow rotating in one direction
directly below the shock wave. Gold depicts a deeper
flow directly above the proto-neutron star surface, mov-
ing in the opposite direction. The supernova shock wave
instability (SASI) leads to such counter rotating flows
and is important in powering the supernova, and may
be responsible for the spin of pulsars (rotating neutron
stars). The inner flow (in green) spins up the proto-neu-
tron star. These three-dimensional simulations were per-
formed by John Blondin (NCSU) under the auspices of
the Terascale Supernova Initiative, led by Tony
Mezzacappa (ORNL). The visualization was performed
by Kwan-Liu Ma (University of California, Davis).

Supernova science has advanced
dramatically with the advent of pow-
erful telescopes and other instruments
for observing and measuring the
deaths of these stars, which are 10

times more massive than our sun, or
more. At the same time, increasingly
accurate applications for simulating
supernovae have been developed to



take advantage of the growing power
of bigger and faster supercomputers.
Scientists now know that these
massive stars are layered like onions.
Around the iron core are layer after
layer of lighter elements. As the stellar
core becomes more massive, gravity
causes the core to collapse to a cer-
tain point at which it rebounds like a

compressed ball. This results in a
shock wave which propagates from
the core to the outermost layers,
causing the star to explode.

Despite these gains in understand-
ing, however, a key question remains
unanswered: What triggers the forces
which lead a star to explode? Under
SciDAC, the Terascale Supernova

Initiative (TSI) was launched, con-
sisting of astrophysicists, nuclear

physicists, computer scientists, math-
ematicians and networking engineers
at national laboratories and universi-
ties around the country. Their singular
focus was to understand how these
massive stars die.

“When these stars die in stellar




SCIENTIFIC DISCOVERY

explosions known as core-collapse
supernovae, they produce many of the
elements in the universe. In fact, they
are arguably the single most impor-
tant source of elements,” said Tony
Mezzacappa, an astrophysicist at
Oak Ridge National Laboratory and
principal investigator for the TSL
“Learning what triggers supernovae
is tantamount to understanding how
we came to be in the universe””

Ascertaining the explosion mech-
anism is one of the most important
questions in physics. It is a complex,
multi-physics problem involving fluid
flow, instability, and turbulence, stel-
lar rotation, nuclear physics, particle
physics, radiation transport and mag-
netic fields.

“Much of modern physics comes
to play a role in a core-collapse super-
nova,” Mezzacappa says. “The cosmos
is very much a physics laboratory”

Once the explosion mechanism is
accurately predicted, scientists will be
able to predict all the other associated
byproducts and phenomena, such as
the synthesis of elements. The key to
solving this question depends on devel-
oping more detailed computer mod-
els, such as those advanced under
SciDAC, and detailed observations of
core-collapse supernovae, which only
occur about twice every century in our
galaxy (although many such super-
novae are observed each year from
outside of our galaxy). As models are
developed and improved, their accu-
racy can be tested by comparing the
results with the observed data. By
adjusting any parameters of the model
(of course, the goal in developing
sophisticated models is to minimize
the number of free parameters), sci-
entists can generate results which are
closer and closer to the actual data.

Because the simulations are com-
putationally intensive, Mezzacappa and
John Blondin, a professor at North
Carolina State University, started by
developing codes to look at the fluid
flow at the core of a supernova. To
focus on this one area, they removed
the other physics components from
their code, knowing they would have
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to add them again later. They were
interested in learning how the core
flow behaves during the explosion as
one goes from two spatial dimensions
to three. They first ran the code in
two dimensions, then in 3D. When
they ran the simulations, they started
to see instability in the shock wave.
But, Mezzacappa said, they initially
believed that the physics in their
code should not have led to that
behavior. Their first reaction was that
the code contained an error, but fur-
ther study led them into a new area
of supernova research.

Despite decades of supernova
theory focused on the formation and
propagation of the shock wave, appar-
ently no one considered whether the
shock wave was stable, according to
Mezzacappa. The TSI team’s research
led them to conclude that the shock
wave is unstable; and if it is perturbed,
it grows in an unbounded, nonlinear
fashion. As it spreads, it becomes
more and more distorted. The TSI
group found that the instability of
the shock wave could help contribute
to the explosion mechanism. For
example, a distorted shock wave
could explain why supernovae
explode asymmetrically.

Under further study, the TSI
researchers found that as they added
more physics back into their code,
the instability did not go away, giving
them more confidence in their find-
ings. Calling this new discovery the
Stationary Accretion Shock Instability,
or SAS], the team published their find-
ings, which were then corroborated
by other supernova researchers. As a
result, Mezzacappa said, the work
has fundamentally changed scientists’
thinking about the explosion phenom-
enon. And, he adds, it probably would
not have happened without the mul-
tidisciplinary approach fostered by
SciDAC.

For starters, SciDAC provided
the team with access to some of the
world’s fastest supercomputers — a
resource otherwise unavailable to
researchers like Blondin. This access
to the Cray X1E and Cray XT3 sys-

tems at Oak Ridge gave Blondin the
computing horsepower he needed to
run his simulations in 3D.

But scaling up from two to three
dimensions is not just a matter of
running on a larger computer. It is
also a matter of developing more
detailed codes.

In this case, neutrinos are central
to the dynamics of core-collapse
supernovae. The explosion releases
103 ergs of radiation, almost all of it
in the form of neutrinos. The explo-
sion energy (the kinetic energy of the
ejected material) is only 10°" ergs.
This intense emission of radiation
plays a key role in powering the
supernova, heating the interior mate-
rial below the shock wave and adding
energy to drive the shock wave out-
ward. But this radiation transport —
the production, movement and inter-
action of the neutrinos — is one of
the most difficult things to simulate
computationally. It requires that the
supercomputer solve a huge number
of algebraic equations. Applied math-
ematicians on the TSI team developed
methods for solving the equations on
terascale supercomputers.

“This is another example of how
SciDAC makes a world of difference
— we could not have done these simu-
lations without the help of the applied
mathematicians,” Mezzacappa said.
“SciDAC really enabled us to think
about this problem in all of its com-
plexity in earnest for the first time”

But this also led to a new chal-
lenge. Suddenly, the team was faced
with managing massive amounts of
data with no infrastructure for analyz-
ing or visualizing these terabytes of
data. “We didn’t know what we had,”
Mezzacappa said.

The TSI team partnered with
another SciDAC project led by Micah
Beck of the University of Tennessee,
which developed a new data transfer
solution known as logistical network-
ing. Logistical networking software
tools allow users to create local stor-
age “depots” or utilize shared storage
depots deployed worldwide to easily
accomplish long-haul data transfers,



temporary storage of large datasets
(on the order of terabytes) and pre-
positioning of data for fast on-demand
delivery.

The group provided the hardware
and software needed to create a pri-
vate network linking Oak Ridge and
North Carolina State, allowing the
data to be moved to the university.
There, Blondin used a visualization
cluster to analyze and visualize the
data, allowing the team to pursue the
3D science. The TSI network now
spans the U.S,, linking the two original
sites with facilities like the National
Energy Research Scientific Computing
Center in California to the State
University of New York at Stony
Brook. As the TSI project demon-
strated the benefits of logistical net-
working, researchers in the fusion
and combustion communities also
built their own logistical networks.

Once the data from the 3D simu-
lations could be analyzed, the team
made another discovery that was not

possible in the two-dimensional sim-
ulations. Once a core-collapse super-
nova explodes, what remains is known
as a neutron star. In some cases, this
neutron star spins and emits radia-
tion as light and is called a pulsar.
What is not known, however, is what
causes a neutron star to get spun up.

A previous theory held that neu-
tron star spin is generated when the
stellar core spins up as it collapses
during the supernova, much like an
ice skater who increases his rotational
speed by pulling his arms close to his
body. But this simple model cannot
explain all the observed characteris-
tics of pulsars and at the same time
explain the predicted characteristics
of stars at the onset of collapse.

In TSI's 3D models, the SASI
produces two counter-rotating flows
between the proto-neutron star and
the propagating shock wave. As the
innermost flow settles onto the proto-
neutron star, it imparts angular
momentum and causes it to spin, just
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as you can spin a bicycle tire by
swiping your hand across the tread.
The team computed their spin pre-
dictions and found that the results
were within the observed range of
pulsars spins.

“This was another breakthrough
made possible by SciDAC,”
Mezzacappa said. “It gives us new
possibilities for explaining the spins
of pulsars”

The key to their results in both
cases, Mezzacappa noted, was scaling
their application to simulate complex
phenomena in 3D, rather than two
dimensions. “In other scientific arti-
cles, supernova researchers have
written that they don’t see much dif-
ference between simulations in 2D
and 3D, but now we know they are
very different, and have shown how
this difference is related to the super-
nova mechanism and byproducts,”
Mezzacappa said. “Mother Nature
clearly works in a 3D universe””
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CCSM:

Advanced Simulation Models for
Studying Global Climate Change
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FIGURE 1. Surface temperature (in °C) averaged over December of year 9 of
the fully coupled chemistry simulation. Vectors represent the surface wind.




To try to ensure that decision-
makers around the world have access
to the most accurate information
available, the Intergovernmental
Panel on Climate Change (IPCC)
was established in 1988 under the
auspices of the World Meterological
Organization and the United Nations
Environment Program. The role of
the IPCC is to assess on a compre-
hensive, objective, open and transpar-
ent basis the scientific, technical and
socio-economic information relevant
to understanding the scientific basis
of risk of human-induced climate
change, its potential impacts and
options for adaptation and mitigation.

In accordance with its mandate,
the major activity of the IPCC is to
prepare at regular intervals compre-
hensive and up-to-date assessments
of relevant for the understanding of
human induced climate change, poten-
tial impacts of climate change and
options for mitigation and adaptation.
The First Assessment Report was
completed in 1990, the Second
Assessment Report in 1995 and the
Third Assessment Report in 2001.
The Fourth Assessment Report is
scheduled to be completed in 2007.
SciDAC-sponsored research has
enabled the United States climate
modeling community to make signifi-
cant contributions to this report. In
fact, the United States is the largest
contributor of climate modeling data
to the report, as compared to the
2001 report in which no U.S.-gener-
ated data was included.

Two large multi-laboratory
SciDAC projects are directly relevant
to the activities of the IPCC. The first,
entitled “Collaborative Design and
Development of the Community
Climate System Model for Terascale
Computers,” has made important
software contributions to the recently
released third version of the Com-
munity Climate System Model
(CCSM3.0), developed by the
National Center for Atmospheric
Research, DOE laboratories and the
academic community. The second
project, entitled “Earth System Grid
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FIGURE 2. Annual precipitation and March
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the subgrid orography scheme in Ghan and

Shippert (2005).

116W 112W  108W
118W 114W 110W  106W

Climate Projections, which will exam-
ine climate change to the year 2100
and beyond. Gerald Meehl, one of
two lead authors of the chapter and a
scientist at the National Center for
Atmospheric Research in Colorado,

ran extensive simulations using the
CCSM and another climate modeling
application, PCM, to project climate
change through the end of the 21st
century.

The results, reported in the March
18, 2005 issue of Science magazine,
indicate that “even if the concentra-
tions of greenhouse gases in the
atmosphere had been stabilized in the
year 2000, we are already committed
to further global warming of about
another half degree and an additional
320 percent sea level rise caused by
thermal expansion by the end of the
21st century. ... At any given point in
time, even if concentrations are stabi-
lized, there is a commitment to future
climate changes that will be greater
than those we have already observed”

As one of many research organi-
zations from around the world pro-
viding input for the IPCC report, the
DOE Office of Science is committed
to providing data that is as scientifi-
cally accurate as possible. This com-
mitment to scientific validity is a key
factor behind the SciDAC program to
refine and improve climate models.

In order to bring the best science
to bear on future climate prediction,
modelers must first try to accurately
simulate the past. The record of his-
torical climate change is well docu-
mented by weather observations and
measurements starting around 1890.
So, after what is known about the
physics and mathematics of atmos-
pheric and ocean flows is incorporat-
ed in a simulation model running on
one of DOE'’s supercomputers, the
model is tested by “predicting” the cli-
mate from 1890 to the present.

The input to such a model is not
the answer, but rather a set of data
describing known climate conditions
— what the atmospheric concentra-
tions of greenhouse gases were, what
solar fluctuations occurred, and what
volcanic eruptions took place. While
past climate models were not able to
replicate the historical record with its
natural and induced variability, the
present generation of coupled ocean,
atmosphere, sea ice, and land compo-



nents do a remarkably good job of
predicting the past century’s climate.
This accuracy gives confidence that
when the same model is used to gen-
erate predictions into the future based
on various emission scenarios, the
results will have a strong scientific
basis and are more than scientific
opinions of what might happen.

The Community Climate System
Model, CCSM3, is centered at
NCAR, arguably a world leader in
the field of coupled climate models.
This model continues to be devel-
oped jointly by the National Science
Foundation and DOE to capture the
best scientific understanding of cli-
mate. In addition to being used for
climate change studies, the CCSM is
being used to study climate-related
questions ranging from ancient cli-
mates to the physics of clouds.
However, the DOE national labora-
tories and the National Center for
Atmospheric Research periodically
use the model for assessment purposes
such as the IPCC project.

The SciDAC CCSM Consortium
developing the model has also made
sure that it runs eftectively on the most
powerful supercomputers at DOE’s
leading computing centers — the
Leadership Class Facility (LCF) in
Tennessee and the National Energy
Research Scientific Computing
Center (NERSC) in California. DOE
contributed significant allocations of
supercomputer time to the interna-
tional efforts (along with NCAR and
the Japanese Earth Simulator Center)
toward the completion of the [PCC
runs with CCSM3.

The fruit of these labors is sub-
stantial. Enabled by these sizable
allocations, the CCSMS3 is the largest
single contributor to the IPCC
Assessment Report 4 database. Not
only is the model represented in more
transient scenarios than any other
model, more statistically independent
realizations of each of these scenarios
have been integrated than with any
other model. Also, the resolution of
the atmosphere component is
exceeded by only one other model

(which has not been ensemble-inte-
grated).

This increase in production is sci-
entifically important in many ways.
The need for large numbers of indi-
vidual simulations is especially
important when attempting to char-
acterize the uncertainty of climate
change. For instance, in looking at
recent climate change (over the last
century), running more statistically
independent simulations of the 20th
century allows researchers to produce
a much better defined pattern of cli-
mate changes. To model future cli-
mate change, scientists will run multi-
ple simulations with a given level of
greenhouse gas emissions to quantify
the range of possible outcomes. And
when researchers want to study pos-
sible outcomes for a range of emis-
sions, they need to run even more
simulations.

Running simulations for extended
times are also important to help
researchers detect and take into
account conditions which result from
flaws in the climate model. Such
flaws cause “drift,” or an unsubstanti-
ated change in temperature. While
drift-free control runs covering sever-
al hundred years are useful for study-
ing climate change over a few
decades, examining climate change
of the entire 20th century requires a
control run of at least 1,000 years to
avoid misinterpretation of the result-
ing climate model. In summary, large
ensembles and long control runs are
necessary to better understand the
clear patterns of climate change.

Through SciDAC, DOE also
sponsors the technology being used
to make available the results to scien-
tists worldwide. The Earth System
Grid (ESG) project collects all the
data from all the runs of models in
the U.S,, as well as from other coun-
tries, and makes the data accessible
to scientists throughout the world.
This allows scientists in the interna-
tional climate research community to
analyze more extensive datasets,
compare results and document differ-
ences in model predictions. In fact,
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over 200 papers are in press referenc-
ing this data. (You can see a list at
http://www-pcmdillnl.gov/ipcc/
diagnostic_subprojects.php.)

When researchers encounter dis-
agreement among models, scientific
debates and discussions ensue about
the physical mechanisms governing
the dynamics of climate. This debate
is typically vigorous and points in
directions that models can be
improved. To take advantage of such
discussions and to improve the valid-
ity of climate models, DOE sponsors
the Program for Model Intercompar-
ison and Diagnosis (PCMDI), which
places the scientific basis of climate
modeling front and center in its
work. Such rigorous peer review and
discussion is critical to ensuring that
government officials have access to
the most scientifically valid informa-
tion when making decisions regard-
ing climate change.

This SciDAC project is a collaboration
between six DOE National Laboratories

(ANL, LANL, LBNL, LLNL, ORNL,

PNNL) and NCAR. The lead investigators
representing these institutions are R. Jacob,
P. Jones, C. Ding, P. Cameron-Smith, J.
Drake, S. Ghan, W. Collins, W. Washington
and P. Gent.
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Plasma Physics

Terascale Simulations Predict Favorahle
Confinement Trend for Reactor-Scale Plasmas

In fusion research, all of the con-
ditions necessary to keep a plasma
dense and hot long enough to under-
go fusion are referred to as confine-
ment. The retention of heat, called
energy confinement, can be threat-
ened by microturbulence, which can
make particles drift across, rather
than along with, the plasma flow. At
the core of a fusion reactor such as a
tokamak, the temperatures and den-
sities are higher than at the outside
edges. As with weather, when there



are two regions with different tem-
peratures and densities, the area
between is subject to turbulence. In a
tokamak, turbulence can allow
charged particles in the plasma to
move toward the outer edges of the
reactor rather than fusing with other
particles in the core. If enough parti-
cles drift away, the plasma loses tem-
perature and the fusion reaction can-
not be sustained.

One troublesome result of toka-
mak experiments to date is that as

the size of the plasma increases, the
relative level of heat loss from turbu-
lent transport also increases. Because
the size (and therefore cost) of a
fusion experiment is determined
largely by the balance between fusion
self-heating and turbulent transport
losses, understanding this process is
of utmost importance for the design
and operation of fusion devices such
as the multi-billion-dollar ITER proj-
ect. ITER (Latin for “the way”), a
multinational tokamak experiment to

FIGURE 1. Cutaway illustration of the ITER
tokamak.

be built at Cadarache in southern
France, is one of the highest strategic
priorities of the DOE Office of
Science.

Underlining America’s commit-
ment to ITER, U.S. Energy Secretary
Samuel Bodman stated on June 28,
2005, “Plentiful, reliable energy is
critical to worldwide economic
development. Fusion technologies
have the potential to transform how
energy is produced and provide sig-
nificant amounts of safe, environmen-
tally friendly power in the future.
The ITER project will make this
vision a reality””

ITER is expected to produce 500
million thermal watts of fusion
power—10 times more power than is
needed to heat the plasma—when it
reaches full operation around the
year 2016. As the world’s first pro-
duction-scale fusion reactor (Figure 1),
ITER will help answer questions
about the most efficient ways to con-
figure and operate future commercial
reactors.

The growth of the microinstabili-
ties that lead to turbulent transport
has been extensively studied over the
years, not only because understand-
ing this process is an important prac-
tical problem, but also because it is a
true scientific grand challenge which
is particularly well suited to be
addressed by modern terascale com-
putational resources. And the latest
news, confirmed by multiple simula-
tions using different codes, is good:
in reactors the size of ITER, heat
losses caused by plasma turbulence
no longer follow the empirical trend
of increasing with the size of the
plasma. Instead, the rate of heat loss
levels off and stabilizes.

Progress in understanding plasma
ion dynamics has been impressive.
For example, studies show that elec-
trostatic ion temperature gradient
(ITG) driven turbulence can be sup-



With flow

Without flow

FIGURE 2. Turbulence reduction via sheared

plasma flow compared to case with flow
suppressed.

pressed by self-
generated zonal
flows within the
plasma. The sup-
pression of turbu-
lence is caused
by a shearing
action that
destroys the fin-
ger-like density
contours which
promote thermal
transport. This
dynamic process
is depicted by the
sequences shown
in Figure 2,
obtained using
the Gyrokinetic
Toroidal Code (GTC) developed by
the SciDAC-funded Gyrokinetic
Particle Simulation Center (GPSC).
The lower panels show the nonlinear
evolution of the turbulence in the
absence of flow, while the upper pan-
els illustrate the turbulence decorrela-
tion caused by the self-generated
“ExB” flow, which arises from crossed
electric and magnetic fields.
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FIGURE 3. Full torus particle-in-cell gyroki-

netic simulations (GTC) of turbulent trans-
port scaling. (Left) The granular structures
represent the scales of the turbulence in a
typical plasma which need to be included
in realistic plasma simulations. (Right) The
horizontal axis expresses the plasma size,
and the point at 1000 represents ITER's
size. The vertical axis represents the ther-
mal diffusion, or heat loss.
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Seaborg IBM SP at NERSC). Typical
global particle-in-cell simulations of
this type have used one billion parti-
cles with 125 million grid points over
7000 time steps to produce significant
physics results. Simulations of this
size would not be feasible on smaller
computers.

Large-scale simulations have also
explored key consequences of scaling
up from present-day experimental
fusion devices (around 3 meters radius
for the largest existing machines) to
ITER-sized reactors (about 6 meters).

For the reactor-scale plasmas of the
future, these simulations suggest that
the relative level of heat loss driven
by electrostatic ITG turbulence does
not increase with plasma size (Figure
3). This transition from “Bohm” (lin-
ear) scaling to “gyro-Bohm” (quadrat-
ic) scaling is a positive trend, because
simple empirical extrapolation of the
smaller system findings would pro-
duce much more pessimistic predic-
tions for energy confinement. Since
neither experiments nor theory and
simulations have previously been able
to explore such trends in an ITER-
sized plasma, these results represent a
significant scientific discovery enabled
by the SciDAC program.

Exploration of the underlying
causes for the transition in the rate of
heat loss that simulations show
around the 400 gyroradii range has
inspired the development of new non-
linear theoretical models based on the
spreading of turbulence. Although
this predicted trend is a very favorable
one, the fidelity of the analysis needs
to be further examined by investigat-
ing additional physics eftects, such as
kinetic electromagnetic dynamics,
which might alter the present predic-
tions.

The excellent scaling of the GTC
code provides strong encouragement
that future simulations will be able to
capture the additional complexity and
lead to greater scientific discoveries.
GTC is currently involved in bench-
mark tests on a variety of supercom-
puting platforms—including the Earth
Simulator in Japan, the Cray X1E and
XT line at Oak Ridge National
Laboratory, the IBM Power SP line,
and the IBM Blue Gene line—and
exhibits scaling properties which look
to be readily extensible to the peta-
scale regime. GTC’s performance and
scaling on a variety of leading plat-
forms is illustrated in Figure 4.

The GS2 and GYRO codes devel-
oped by the Plasma Microturbulence
Project (the SciDAC predecessor to
the current GPSC) have also con-
tributed productively to the interpre-
tation of turbulence-driven transport



trends observed in experiments. These
two SciDAC projects have involved
researchers from Lawrence Livermore
National Laboratory; Princeton
Plasma Physics Laboratory (PPPL);
Columbia University; the University
of California at Los Angeles, Irvine,
and Davis; the University of
Colorado; the University of Maryland;
the University of Tennessee at
Knoxville; Oak Ridge National
Laboratory; and General Atomics.

Bill Tang, Chief Scientist at PPPL,
is encouraged by the progress in com-
putational fusion research. “SciDAC
has contributed strongly to the accel-
erated development of computational
tools and techniques needed to devel-
op predictive models for the analysis
and design of magnetically confined
plasmas,” Tang commented. “Unravel-
ing the complex behavior of strongly
nonlinear plasma systems under real-
istic conditions is a key component of
the next frontier of computational
plasma physics in general and fusion
research in particular. Accelerated
progress in the development of the
needed codes with higher physics
fidelity has been greatly aided by the
interdisciplinary alliances championed
by the SciDAC Program, together with
necessary access to the tremendous
increase in compute cycles enabled by
the rapid advances in supercomputer
technology””

Ray Orbach, Director of the DOE
Office of Science, expressed his hope
for high-end computing’s future con-
tributions to fusion energy in an inter-
view in SciDAC Review (Number 1,

Compute Power of the Gyrokinetic Toroidal Code
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Spring 2006, p. 8): “At the speeds that
we are talking about [50 teraflop/s],
the electrons in a fusion device can be
considered as real point particles and
do not have to be treated in mean
field approximations. So for the first
time at 50 TF, one will be able to do
simulations of high-density, high-tem-
perature plasmas that were never pos-
sible before. This will have a signifi-
cant impact on the treatment of these
highly nonlinear systems. These sys-
tems are not subject to analytic exam-
ination and there may be instabilities
that no one has thought about. This
has already been found to be of pro-
found importance for ITER [and] for
fusion science in general”

S. Ethier, PPPL, Nov. 2005

FIGURE 4. Scaling study of the GTC code
on multiple high performance computing
platforms.



HFS Pellet Injection:
R. Samtaney

Fueling the Future —

Simulations Examine the Behavior of Frozen Fuel chamber in hell that's shaped like a

. . doughnut, and that you'd like to
Peuets in FUS|0n Rea cto rs shoot a series of hailstones into that
chamber so that as they melt, the
water vapor penetrates as deeply as
possible and disperses as evenly as
possible throughout the chamber.
Setting aside for a moment the ques-
tion of w/y you would want to do
that, consider the multitude of Aow
questions: Should you shoot in the
hailstones from outside the ring of
the doughnut or from inside the
hole? What size hailstones should
you use? At what speed and angle
should they enter the chamber?
This strange scenario is actually

an analogy for one of the questions

facing fusion energy researchers: how
to refuel a tokamak. A tokamak is a
machine that produces a toroidal
(doughnut-shaped) magnetic field. In
that field, two isotopes of hydrogen
— deuterium and tritium — are heated
to about 100 million degrees Celsius
(more than six times hotter than the
interior of the sun), stripping the
electrons from the nuclei. The mag-
netic field makes the electrically
charged particles follow spiral paths
around the magnetic field lines, so
that they spin around the torus in a




FIGURE 1. These simulations show the results of pellet injection into a tokamak fusion reactor from the low-field-side (LFS) and high-field-side (HFS). The
top row shows a time sequence of the density in LFS injection while the bottom panel shows density evolution in HFS injection. The dominant motion of
the ablated pellet mass is along field lines accompanied by transport of material across flux surfaces towards the low field side. This observation is qual-
itatively consistent with experimental observations leading to the conclusion that HFS pellet injection is a more efficient refueling technique than LFS
injection. The MHD instabilities which cause the pellet material to move towards the low field side are currently under investigation.

fairly uniform flow and interact with
each other, not with the walls of the
tokamak. When the hydrogen ions
(nuclei) collide at high speeds, they
fuse, releasing energy. If the fusion
reaction can be sustained long
enough that the amount of energy
released exceeds the amount needed
to heat the plasma, researchers will
have reached their goal: a viable
energy source from abundant fuel
that produces no greenhouse gases
and no long-lived radioactive
byproducts.

High-speed injection of frozen
hydrogen pellets is an experimentally
proven method of refueling a toka-
mak. These pellets are about the size
of small hailstones (3-6 mm) and
have a temperature of about 10
degrees Celsius above absolute zero.
The goal is to have these pellets pen-
etrate as deeply as possible into the
plasma so that the fuel disperses
evenly.

Pellet injection will be the pri-
mary fueling method used in ITER
(Latin for “the way”), a multinational

tokamak experiment to be built at
Cadarache in southern France. ITER,
one of the highest strategic priorities
of the DOE Office of Science, is
expected to produce 500 million
thermal watts of fusion power — 10
times more power than is needed to
heat the plasma — when it reaches
full operation around the year 2016.
As the world’s first production-scale
fusion reactor, ITER will help answer
questions about the most efficient
ways to configure and operate future
commercial reactors.

However, designing a pellet injec-
tion system that can effectively deliv-
er fuel to the interior of ITER repre-
sents a special challenge because of
its unprecedented large size and high
temperatures. Experiments have
shown that a pellet’s penetration dis-
tance into the plasma depends
strongly on how the injector is ori-
ented in relation to the torus. For
example, an “inside launch” (from
inside the torus ring) results in better
fuel distribution than an “outside
launch” (from outside the ring).

In the past, progress in develop-
ing an efficient refueling strategy for
ITER has required lengthy and
expensive experiments. But thanks to
a three-year, SciDAC-funded collabo-
ration between the Computational
Plasma Physics Theory Group at
Princeton Plasma Physics Laboratory
and the Advanced Numerical
Algorithms Group at Lawrence
Berkeley National Laboratory, com-
puter codes have now reproduced
some key experimental findings,
resulting in significant progress
toward the scientific goal of using
simulations to predict the results of
pellet injection in tokamaks.

“To understand refueling by pel-
let injection, we need to understand
two phases of the physical process,”
said Ravi Samtaney, the Princeton
researcher who is leading the code
development effort. “The first phase
is the transition from a frozen pellet
to gaseous hydrogen, and the second
phase is the distribution of that gas
in the existing plasma.

The first phase is fairly well
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understood from experiments and
theoretical studies. In this phase,
called ablation, the outer layer of the
frozen hydrogen pellet is quickly
heated, transforming it from a solid
into an expanding cloud of dense
hydrogen gas surrounding the pellet.
This gas quickly heats up, is ionized,
and merges into the plasma. As abla-
tion continues, the pellet shrinks until
all of it has been gasified and ionized.
The second phase — the distribu-
tion of the hydrogen gas in the plasma
— is less well understood. Ideally, the
injected fuel would simply follow the
magnetic field lines and the “flux sur-
faces” that they define, maintaining a
stable and uniform plasma pressure.
But experiments have shown that the
high-density region around the pellet

quickly heats up to form a local
region of high pressure, higher than
can be stably confined by the local
magnetic field. A form of “local insta-
bility” (like a mini-tornado) then
develops, causing the high-density
region to rapidly move across, rather
than along, the field lines and flux
surfaces — a motion referred to as
“anomalous” because it deviates from
the large-scale motion of the plasma.
Fortunately, researchers have dis-
covered that they can use this insta-
bility to their advantage by injecting
the pellet from inside the torus ring,
because from this starting point, the
anomalous motion brings the fuel
pellet closer to the center of the plasma,
where it does the most good. This
anomalous motion is one of the phe-

nomena that Samtaney and his col-
leagues want to quantify and exam-
ine in detail.

Figure 3 shows the fuel distribu-
tion phase as simulated by Samtaney
and his colleagues in the first detailed
3D calculations of pellet injection.
The inside launch (top row) distrib-
utes the fuel in the central region of
the plasma, as desired, while the out-
side launch (bottom row) disperses
the fuel near the plasma boundary, as
shown in experiments.

Simulating pellet injection in 3D
is difficult because the physical
processes span several decades of
time and space scales. The large dis-
parity between pellet size and tokamak
size, the large density differences
between the pellet ablation cloud and

FIGURE 2. This illustration shows how computational problems are solved by dividing them into smaller pieces by covering them with a mesh. In this case, the fuel
pellet for a fusion reactor is buried within the finest mesh which occupies less than 0.015 percent of the volume of the coarsest mesh. Using a technique known as
adaptive mesh refinement, scientists can focus the power of a supercomputer on the most interesting part of a problem, such as the fuel pellet in a hot plasma.
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the ambient plasma, and the long-
distance effects of electron heat
transport all pose severe numerical
challenges. To overcome these diffi-
culties, Samtaney and his collabora-
tors used an algorithmic method
called adaptive mesh refinement
(AMR), which incorporates a range
of scales that change dynamically as
the calculation progresses. AMR
allowed this simulation to run more
than a hundred times faster than a
uniform-mesh simulation.

While these first calculations rep-
resent an important advance in
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methodology, Samtaney’s work on
pellet injection is only beginning.
“The results presented in this paper
did not include all the detailed physi-
cal processes which we’re starting to
incorporate, along with more realistic
physical parameters,” he said. “For
example, we plan to develop models
that incorporate the perpendicular
transport of the ablated mass. We
also want to investigate other launch
locations. And, of course, we’ll have
to validate all those results against
existing experiments.”

This pellet injection model will
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FIGURE 3. Time sequence of 2D slices from a 3D
simulation of the injection of a fuel pellet into a
tokamak plasma. Injection from outside the torus
(bottom row, injection from right) results in the
pellet stalling and fuel being dispersed near the
plasma boundary. Injection from inside the torus
(top row, injection from left) achieves fuel distribu-
tion in the hot central region as desired.

eventually become part of a compre-
hensive predictive capability for
ITER, which its supporters hope will
bring fusion energy within reach as a
commercial source of electrical
power.
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New 3D Simulations Are Closing in on the Holy
Grail of Combustion Science:
Turbulence—Chemistry Interactions ‘

Controlling fire to provide heat and light was
one of humankind’s first great achievements, and e
the basic chemistry of combustion — what goes E
in and what comes out — was established long
ago. But a complete quantitative understanding
of what happens during the combustion process

has remained as elusive as the ever-changing
shape of a flame.







Even a simple fuel
like methane (CH,),
the principal compo-
nent of natural gas,
burns in a complex
sequence of steps.
Oxygen atoms gradu-
ally replace other
atoms in the hydrocar-
E bon molecules, ulti-
mately leaving carbon
dioxide and water.
Methane oxidation
involves about 20
chemical species for
releasing energy, as
well as many minor
species that can
become pollutants.
Turbulence can distort
the distribution of
species and the redis-
tribution of thermal
energy which are
required to keep the
flame burning. These
turbulence-chemistry
interactions can cause

('.i}n'lpl.tl:'lliumll hlul.{}'
of turbulent tlames

, the flame to burn
FIGURE 1. The calculated surface of a turbulent premixed laboratory methane

flame. faster or slower and to

create more or less
pollution.

The holy grail of
combustion science

has been to observe
these turbulence-chemistry effects.
Over the past few decades amazing
progress has been made in observa-
tional techniques, including the use of
lasers to excite molecules of a given
species and produce a picture of the
chemical distribution. But laser imag-
ing is limited in the species and con-
centrations that can be reliably
observed, and it is difficult to obtain
simultaneous images to correlate dif-
ferent chemical species.

Because observing the details of
combustion is so difficult, progress in
combustion science has largely coin-
cided with advances in scientific com-
puting. For example, while basic con-
cepts for solving one-dimensional flat
flames originated in the 1950s, it only
became possible to solve the 1D

flame equations some 30 years later
using Cray-1 supercomputers. Those
calculations, which are routine on
personal computers today, enabled a
renaissance in combustion science by
allowing chemists to observe the
interrelationships among the many
hypothesized reaction processes in
the flame.

Simulating three-dimensional tur-
bulent flames took 20 more years of
advances in applied mathematics,
computer science, and computer
hardware, particularly massively par-
allel systems. But the effort has been
worth it. New 3D simulations are
beginning to provide the kind of
detailed information about the struc-
ture and dynamics of turbulent flames
that will be needed to design new
low-emission, fuel-efficient combus-
tion systems.

The first 3D simulation of a labo-
ratory-scale turbulent flame from first
principles — the result of a ScIDAC-
funded collaboration between compu-
tational and experimental scientists at
Berkeley Lab — was featured on the
cover of the July 19, 2005 Proceedings
of the National Academy of Sciences
(Figure 1). The article, written by
John Bell, Marc Day, Ian Shepherd,
Matthew Johnson, Robert Cheng,
Joseph Grecar, Vincent Beckner, and
Michael Lijewski, describes the simu-
lation of “a laboratory-scale turbulent
rod-stabilized premixed methane V-
flame” This simulation was unprece-
dented in several aspects — the num-
ber of chemical species included, the
number of chemical reactions mod-
eled, and the overall size of the flame.

This simulation employed a differ-
ent mathematical approach than has
typically been used for combustion.
Most combustion simulations
designed for basic research use com-
pressible flow equations that include
sound waves, and are calculated with
small time steps on very fine, uniform
spatial grids — all of which makes
them very computationally expensive.
Because of limited computer time,
such simulations often have been
restricted to only two dimensions, to



scales less than a centimeter, or to just
a few carbon species and reactions.

In contrast, the Center for Comp-
utational Sciences and Engineering
(CCSE), under Bell’s leadership, has
developed an algorithmic approach
that combines low Mach-number
equations, which remove sound
waves from the computation, with
adaptive mesh refinement, which
bridges the wide range of spatial
scales relevant to a laboratory experi-
ment. This combined methodology
strips away relatively unimportant
aspects of the simulation and focuses
computing resources on the most
important processes, thus slashing the
computational cost of combustion
simulations by a factor of 10,000.

Using this approach, the CCSE
team has modeled turbulence and tur-
bulence-chemistry interactions for a
three-dimensional flame about 12 cm
(4.7 in.) high, including 20 chemical
species and 84 fundamental chemical
reactions. The simulation was realistic

enough to be compared directly with
experimental diagnostics.

The simulation captured with
remarkable fidelity some major fea-
tures of the experimental data, such as
flame-generated outward deflection in
the unburned gases, inward flow con-
vergence, and a centerline flow accel-
eration in the burned gases (Figure 2).
The simulation results were found to
match the experimental results within
a few percent. This agreement direct-
ly validated both the computational
method and the chemical model of
hydrocarbon reaction and transport
kinetics in a turbulent flame.

The results demonstrate that it is
possible to simulate a laboratory-scale
flame in three dimensions without
having to sacrifice a realistic represen-
tation of chemical and transport
processes. This advance has the
potential to greatly increase our
understanding of how fuels behave in
the complicated environments inside
turbulent flames.

FIGURE 2. Left: A typical centerline slice of the methane concentration obtained from the simulation. Right: Experi-mentally, the instantaneous flame
location is determined by using the large differences in Mie scattering intensities from the reactants and products to clearly outline the flame. The

wrinkling of the flame in the computation and the experiment is of similar size and structure.




Pushing the Frontiers of Chemistry

Dirac’s Vision Realized

In most first-year chemistry classes at universities,

students begin by learning how atoms of carbon

and other elements form bonds with other atoms

to form molecules, which in turn combine to

form ourselves, our planet and our universe.

Understanding the properties
and behavior of molecules, or better
yet, being able to predict and con-
trol the behavior, is the driving force
behind modern chemistry. The
development of the theory of quan-
tum mechanics in the 1920’s made it
possible that all the properties of
molecules could be predicted. One
its founders, Paul Dirac, wrote in
1929 that “the difficulty is only that
the exact application of these laws
leads to equations much too compli-
cated to be soluble”

Almost 80 years later this is still
true, even using the most powerful
supercomputers. For example, a sci-
entist could solve for the behavior of
a molecule with one electron moving
in one dimension on a grid of roughly
100 points spread along that line.
Since electrons in free space move in
three dimensions, not one, the scien-
tist would need 100* (one million)

calculations. Adding each extra elec-
tron then entails about a million
times more work, a condition known
as exponential scaling, so it is no
wonder that the largest exact calcu-
lations still involve no more than
about 15 electrons. Even with antici-
pated supercomputing advances
over the next decade, only one or
maybe two more electrons could be
treated this way.

Quantum chemistry, however,
provides scientists with the models
to approximate these values without
doing all the calculations. But there is
a tradeofl; since researchers need to
balance accuracy against feasibility.
A very simple model can be applied
to a giant molecular system, but the
results will be uselessly inaccurate.
As noted, a very accurate model,
due to its complexity, may only be
feasible for systems of up to 15 elec-
trons. However, when scientists are

Paul Dirac, one of the founders of
quantum mechanics.

studying molecular systems in a field
such as nanotechnology, they are inter-
ested in systems with at least a few
hundred electrons.

Realizing that a brute-force
approach would not succeed, the
Advanced Methods for Electronic
Structure: Local Coupled Cluster
Theory project was designed to devel-
op new methods which strike novel
compromises between accuracy and
feasibility. The goal was to extend cou-
pled cluster electronic structure theory
to larger molecules. This was achieved
by developing both new theory and
new high-performance algorithms. The
resulting method scales much better (at
the 3rd power) than the old codes (to
the 6th power), and can therefore be
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FIGURE 1. Graphical representation of the highest occupied molecular orbital (HOMO) and the low-
est unoccupied level (LUMO) for the boron-phosphorus material. Instead of being fully empty, the
LUMO contains 0.17 electrons, corresponding to 17 percent broken bond character.

applied to much larger molecules
using existing supercomputers or
even commodity computers.

One advantage the new method
has over older methods is that it can
be applied to systems where the elec-
trons are highly correlated. In other
words, the motions of the two elec-
trons are closely tied to each other,
much like two ballroom dancers or
figure skaters who go through their
motions almost like a single unit.
Such a condition is mathematically
much harder to describe than sys-
tems with weaker correlation, which
can be imagined as two friends danc-
ing separately at a rock concert.
Being able to treat highly correlated
electrons reliably allows scientists to
study interesting molecules which
would otherwise be difficult.

In particular, scientists have long
been interested in studying molecules
in which the chemical bonds are
breaking, as opposed to the more
common states where the molecule
is either stable, with the bonds intact,
or unstable, in which the bonds are
broken. In bond-breaking, the elec-
trons are strongly correlated.
Scientists are interested in studying
molecules as they are on their way to
breaking into fragments because this
may give insights that allow the
design of useful materials in areas
ranging from molecular electronics
and spintronics to self-assembly of
functional nanostructures.

The project team studied a
boron-phosphorus based material
that caused excitement when it was
reported as the first indefinitely stable

singlet diradical with the characteris-
tics of broken bonds. The species
was found computationally to have
around 17 percent broken bond char-
acter, rather than the much higher
fraction believed by experimentalists.
This explained the stability of the
material, and the origin of the 17 per-
cent result could be understood from
the role of neighboring groups, which
shows the ability to tune the reactivity
of the molecule by chemical design.

Project leader Martin Head-
Gordon notes that the algorithms are
currently not suitable for all prob-
lems, but that the team is looking to
develop them into general purpose
codes, and is working on improved
successors. He predicts that the pro-
ject’s work will make its way into the
mainstream within five years, bring-
ing new computational chemistry
capabilities to many of the 40,000
chemists who use such applications.
Already, project members are getting
inquiries from experimental chemists
asking if they can use their codes to
study specific molecules.

This has led to collaborations
investigating the diradical character
of what may be the world’s longest
carbon-carbon bonds as well as work
in progress on triple bonds between
heavier elements such as tin and ger-
manium. Chemists are interested in
whether these heavy elements can
form triple bonds the way carbon
does. Initial results indicate they do,
but the behavior of the resulting mol-
ecules is very different.

Computation plays a key part in
interpreting what experimentalists
find and also in predicting what their
experiments will produce, according
to Head-Gordon, who has a joint
appointment as a chemistry professor
at the University of California,
Berkeley, and DOE’s Lawrence
Berkeley National Laboratory. “High
performance computing, together
with new theory and algorithms,
allows us to push the frontiers of
chemistry and go where previous
generations of chemists have not
been able to go,” Head-Gordon said.
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Accelerators:

Extraordinary Tools for Extraordinary Science

Particle accelerators are some of the
most powerful experimental tools avail-
able for basic science, providing
researchers with insight into the basic
building blocks of matter and enabling
some of the most remarkable discoveries
of the 20th century. They have led to
substantial advances in applied science
and technology, such as nuclear medi-
cine, and are being studied for potential
application to problems related to energy

and the environment.

Given the importance of particle
accelerators to the United States’ scien-
tific, industrial and economic competi-
tiveness, bringing the most advanced
high performance computing tools to
bear on accelerator design, optimization
and operation is in the national interest.

Within the DOE Office of Science,
particle accelerators have enabled remark-
able scientific discoveries and important
technological advances that span several
programs. In the High Energy Physics
and Nuclear Physics programs, experi-
ments associated with high-energy
accelerators have led to important dis-
coveries about elementary particles and
the fundamental forces of nature, quark
dynamics, and nuclear structure. In the
Basic Energy Sciences and the Biological
and Environmental Research programs,
experiments with synchrotron light
sources and spallation neutron sources
have been crucial to advances in the
materials, chemical and biological sci-
ences. In the Fusion Energy Sciences
program, great strides have been made
in developing heavy-ion particle acceler-
ators as drivers for high energy density
physics research and ultimately inertial
fusion energy. The importance of accel-
erators to the Office of Science mission
is evident from an examination of the
DOE “Facilities for the Future of Science:
A Twenty-Year Outlook” Of the 28
facilities listed, 14 involve new or
upgraded accelerator facilities.

The SciDAC Accelerator Science and
Technology (AST) modeling project was
a national research and development
effort aimed at establishing a compre-
hensive terascale simulation environment
needed to solve the most challenging
problems in 21st century accelerator sci-
ence and technology. The AST project
had three focus areas: computational
beam dynamics, computational electro-
magnetics, and modeling advanced accel-
erator concepts. The tools developed
under this program are now being used
by accelerator physicists and engineers
across the country to solve the most
challenging problems in accelerator
design, analysis, and optimization. The
following examples of scientific and
engineering accomplishments achieved



by the AST project illustrate how the
project software is already improving
these extraordinary tools for extraor-
dinary science.

Driving Discovery in
Existing Accelerators

DOE operates some of the world’s
most productive particle accelerators,
and one component of the AST proj-
ect focused on developing scientific
codes to help researchers get even
more science out of these facilities.

As part of the SciDAC Accelerator
Science and Technology project, the
Fermilab Computational Accelerator
Physics group has developed the
Synergia framework. Integrating and
extending existing accelerator physics
codes in combination with new codes
developed by the group, Synergia is
designed to be a general-purpose
framework with an interface that is
accessible to accelerator physicists
who are not experts in simulation.

In recent years, accurate model-
ing of beam dynamics in high-current,
low-energy accelerators has become
necessary because of new machines
under consideration for future appli-
cations, such as the High Energy
Physics neutrino program, and the
need to optimize the performance of
existing machines, such as the
Spallation Neutron Source and the
Fermilab Booster. These machines
are characterized by high currents
and require excellent control of beam
losses. A common problem in accel-
erators is that the particles can stray
from the beam core, creating what is
known as a “halo,” which can lead to
beam loss. Understanding how the
accelerator design and various physi-
cal phemonena (such as the space-
charge effect) affect this halo forma-
tion is an essential component of
accelerator modeling.

Several computer simulations of
space-charge effects in circular accel-
erators using particle-in-cell techniques
have been developed. Synergia is a

package for state-of-the-art simulation
of linear and circular accelerators
with a fully three-dimensional treat-
ment of space charge. Space-charge
calculations are computationally
intensive, typically requiring the use
of parallel computers.

Synergia was designed to be dis-
tributable to the particle accelerator
community. Since compiling hybrid
code can be a complicated task which
is further complicated by the diverse
set of existing parallel computing
environments, Synergia includes a
“build” system that allows it to be
compiled and run on various plat-
forms without requiring the user to

modify the code.

When Beams Collide

While some accelerator research
involves firing a beam at a stationary
target, other accelerators are used to
generate particle beams which are
targeted to collide with each other,
resulting in millions of particles flying
out from the collision. High intensity,
tightly focused beams result in high
“luminosity,” a parameter which is
proportional to the number of events
seen in an accelerator’s detectors. But
high luminosity also leads to increased
beam disruption due to “beam-beam”
effects, which consequently lowers
the luminosity.

To better study these effects, a
parallel three-dimensional, particle-in-
cell code called BeamBeam3D was
created to model beam-beam effects
of colliding beams at high energy ring
colliders. The resulting information can
now be used to help accelerator oper-
ators determine the optimum param-
eters for colliders to maximize lumi-
nosity and hence maximize scientific
output. Under SciDAC, BeamBeam3D
was used to model colliding beams in
several DOE accelerators including
the Fermilab Tevatron, the Relativistic
Heavy Ion Collider (RHIC) at
Brookhaven National Laboratory,
the PEP-II B-factory at Stanford
Linear Accelerator Center, and the

soon-to-be-operating Large Hadron
Collider (LHC) at CERN. In the
future, BeamBeam3D is expected to
be used to model beam-beam effects
in the proposed International Linear
Collider.

BeamBeam3D simulations of
RHIC are relevant to both RHIC
operations and to the future operation
of the LHC (due to the similar beam-
beam conditions). In regard to RHIC,
the code was used to study beam-
beam effects in three areas. The first
are the coherent beam-beam effects.
One problem is that beam-beam
effects in hadron colliders, such as
the one at RHIC, can create an oscil-
lation under which the beams become
unstable; this instability represents a
roadblock to increasing the luminosity.
Using BeamBeam3D, SciDAC
researchers modeled the coherent
beam-beam effects first during colli-
sions of single bunches of particles,
then during multiple bunch collisions.
In the latter case, each beam has
three bunches that are coupled to
three bunches in the opposite beam
at four interaction points. Using the
BeamBeam3D code running on high
performance computers, project
members were able to calculate at
which point the beams would become
unstable. However, the group also
found that by appropriately arrang-
ing the accelerator machine lattice
parameters of the two rings at RHIC
and generating sufficient tune separa-
tion between the two beams, oscilla-
tion could be controlled to the extent
that there is no risk of instability.

Second, using BeamBeam3D, the
team studied emittance growth (a
reduction in beam quality that affects
the luminosity) in beams which are
offset from one another. The team
found that, while static offsets do not
cause significant emittance growth
over short time periods, the impact of
offsets is much larger when they are
time-modulated (due, for example, to
mechanical vibrations in the final-
focus magnets.) This finding provides
a potential mechanism to account for
the extra emittance growth observed



during the machine operation.

Lastly, the team used BeamBeam3D
to study long-range beam-beam effects
at RHIC. Simulations performed at
the energy level at which particles are
injected into the accelerator showed
a strong sensitivity of the long-range
beam-beam effects to the machine
tunes; this sensitivity was also observed
in the experiments. The team subse-
quently modeled the long-range beam-
beam effects at the higher energy
levels at which the particles collide.
Such simulations are providing
insight and a means to numerically
explore the parameter space for the
future wire beam-beam compensa-
tion experiment planned at RHIC.

Shaping the Future of
Accelerator Design

Although their scientific value is
substantial, accelerators are very expen-
sive and difficult to design, build and
operate. As a result, the scientific
community is now looking at inter-
national collaboration to develop the
next generation of accelerators. One
prime example is the International
Linear Collider (ILC), the highest
priority future project in the world-
wide high energy physics community
for probing into the fundamental
nature of matter.

Presently, a large team of acceler-
ator physicists and engineers from
Europe, Asia and North America is
working on the design of this tera-
electronvolt-scale particle accelerator
under a unified framework, called the
Global Design Effort (GDE), to make
the most of limited R&D resources.
Under the AST project, modeling
tools were developed and used to
study the effectiveness of proposed
designs and look for better solutions.

In the ILC design, two facing lin-
ear accelerators (linacs), each 20 kilo-
meters long, hurl beams of electrons
and positrons toward each other at
nearly the speed of light. Each
nanometer-scale size beam contain-
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ing ten billion electrons or
positrons is accelerated down
the linac by superconducting
accelerating cavities, which give
them more and more energy till
they meet in an intense crossfire
of collisions at the interaction
point. At these energies,
researchers anticipate significant
discoveries that will lead to a
radically new understanding of
what the universe is made of
and how it works. The energy
of the ILC beams can be adjust-
ed to home in on elementary
particle processes of interest.

A critical component of the
ILC linac is the superconducting
radio frequency (SRF) accelerat-
ing cavity. The design, called
TESLA, was created in the early
1990s and has been the focus of
more than a decade of experi-
mental R&D effort. Recently, a
new cavity design has been proposed
which has a higher accelerating gra-
dient and 20 percent less cryogenics
loss over the TESLA design - an
important consideration as the cavities
must be cooled to extremely low tem-
peratures (2 degrees Kelvin, or about
-456 degrees Fahrenheit) to maintain
superconductivity.

Accompanying intense experi-
mental efforts at the KEK accelerator
center in Japan and Jefferson Lab in
Virginia, the development of this
low-loss (LL) cavity has been greatly
facilitated by the new parallel electro-
magnetic codes developed at the
Stanford Linear Accelerator Center
(SLAC) under the AST project. In
collaboration with the SciDAC
Terascale Optimal PDE Solvers
Integrated Software Infrastructure
Center (TOPS ISIC), the SLAC team
created a nonlinear 3D parallel finite
element eigensolver with which, for
first time, one can directly solve for
the damped dipole modes in the 3D
LL cavity, complete with higher-
order mode (HOM) couplers. HOM
damping is essential for stable trans-
port of “long bunch trains” of particles
as they race down the ILC linacs and

s

FIGURE 1. Using software developed under SciDAC, accelerator
scientists developed this model of the new low-loss cavity for the
proposed International Linear Collider. The different colors illus-
trate how various sections were modeled in parallel on multiple
processors. The end perpectives show the geometry details in
the couplers which could not previously be modeled because of
the disparate length scales.

for preserving low emittance of parti-
cles from the beams, which can reduce
the beam quality.

Previously, evaluating HOM
damping in an SRF cavity took years
to complete either experimentally or
numerically. Today, using the tools
developed under SciDAC, HOM cal-
culations can be done in a matter of
weeks with the new parallel solver
running on NERSC’s IBM SP3 and
NCCS’s Cray X1E supercomputers.
In addition, the use of tetrahedral
grid and higher order basis functions
has enabled solutions in the complex
cavity geometry to be obtained with
unprecedented accuracy. As a result,
costly and time-consuming prototyp-
ing by the trial-and-error approach is
avoided as the LL cavity can be
computationally designed as close to
optimal as possible.

Advanced Accelerators:
Smaller, Faster, Futuristic

DOE is also looking at future-
generation accelerators, in which
lasers and plasmas would be used
instead of electromagnetic cavities to
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FIGURE 2. SciDAC codes were used to analyze the
experiments in two of three featured articles on
compact particle accelerators in the September
30, 2004 issue of Nature. The cover image was
created using the VORPAL code developed by
Tech-X Corp. partly with SciDAC support.

accelerate particles, which could
result in accelerators with 1,000 times
the performance of current technology.
The challenge is to control these
high-gradient systems and then to
string them together. Such technolo-
gies would enable the development of
ultra-compact accelerators, which
would be measured in meters, not
kilometers. However, experiments to
date have yielded acceleration over
very short distances (millimeters to
centimeters) resulting in beams of
modest quality.

One approach being explored
is a plasma-wakefield accelerator,
in which a drive beam — either an
intense particle beam or laser pulse
— is sent through a uniform plasma.
This creates a space-charge wake
on which a trailing beam of parti-
cles can surf. SciDAC investigators
in the Acceler-ator Science and
Technology (AST) project have
developed a suite of particle-in-
cell (PIC) codes to model such
devices.

SciDAC support has enabled
the development of four independ-
ent, high-fidelity, particle-in-cell
(PIC) codes: OSIRIS (fully explicit
PIC), VORPAL (fully explicit PIC
plus ponderomotive guiding cen-
ter), QuickPIC (quasi-static PIC
plus ponderomotive guiding cen-
ter), and UPIC (a framework for
rapid construction of new codes
such as QuickPIC). Results from
these codes were included in
three articles in Nature and eight
in Physical Review Letters. For
example, members of the SciDAC
AST project have performed
large-scale simulations using the
codes OSIRIS and VORPAL to
help interpret laser- and plasma-

wakefield accelerator experiments
and to gain insight into the accelera-
tion mechanism.

Researchers at Lawrence
Berkeley National Laboratory took a
giant step toward realizing the prom-
ise of laser wakefield acceleration, by
guiding and controlling extremely
intense laser beams over greater dis-
tances than ever before to produce
high-quality, energetic electron
beams. The experimental results
were analyzed by running the VOR-
PAL plasma simulation code, devel-
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oped with SciDAC support, on
supercomputers at DOE’s NERSC.
This allowed scientists to see details
of the evolution of the experiment,
including the laser pulse breakup and
the injection of particles into the
laser-plasma accelerator. This allows
them to understand how the injec-
tion and acceleration occur in detail
so that the experiment’s designers
can figure out how to optimize the
process.

The results of the experiment and
simulations were published as the
cover article in the Sept. 30, 2004
issue of Nature (Figure 2).

Great progress has also been
made in the development of reduced
description models for laser/plasma
simulation. One such example,
QuickPIC, has been shown for some
problems to provide answers as accu-
rate a